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Abstract—Synthetic Aperture Radar uses radar movement for
target identification and iz commonly used in airborne radar
systems for various applications such as oceanography, glaciology
and military surveillance. On the contrary, for range-cross range
profiling, Inverse Synthetic Aperture Radar exploits the target
motion and iz employed in ground based radar systems. In this
work, ISAR imaging of two stealth fighter aircraft models is
performed by reformatting the scattered field data from a polar
grid to a Cartesian grid using the nearest neighbor interpolation
method. Although numerical noize generated by this interpolation
iz unavoidable, a comparizon of experimental and simulation
results shows that this method can be used for identification of
major scattering centers on low observable targets.
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I INTRODUCTION

For military applications, identification of enemy aircrafts
has always been a challenging problem Previously. the
phenomenon of resonance has been exploited for target
identification [1-3] but this approach did not give reliable
estimates because it depended on the aspect angle of the target
and in addition. the echo was immersed in noise and clutter. A
relatively modern and well established method, knows as
Synthetic Aperture Radar (SAR), is a radar technique by
radar systems mounted on moving platforms such as ai or
satellites for terrain mapping or subsurface imaging [4-7]. It uses
the motion of a radar antenna to emmlate a greater aperture size
than the physical aperture and applies coherent integration to
improve the signal to noise ratio (SNR), hence. producing high
resolution range-cross range profiles of the target [8]. The
distance travelled by the aircraft during the interval in which the
target echo retums is directly proportional to the incremented
aperture size. It can be inferred from this statement that distant
targets will produce larger synthetic apertures. The same
technique is applied to immovable radar systems by exploiting
the motion of the target instead of that of the radar system and 1s
referred to as Inverse Synthetic Aperture Radar (ISAR) [9]. This
technique exposes the scattering centers of a target and can be
used to localize the positions on an aircraft model where radar
absorbing materials should be applied to minimize its radar
signature.

Since the target could be represented by any type of swerling
models [10]. for each frequency. all scattering centers produce

different phases and hence. ISAR imaging relies on the received
phase whose calculation and measurement accuracy defines the

quality of the image [9.11]. Once the complex electric fields are
computed, they should be transformed from frequency domain
to spatial domain for localization of the scattering centers. To
canry out this transformation, various spectrum estimation
techniques including parametric and non-parametric methods
have been proposed, each having its own advantages and
disadvantages in terms of resolution and computation time
[12.13]. While spectrum estimation techniques such as
autoregressive (AR) model and Multiple Signal Classification
algorithms are used for high resolution [14], FFT based
methods. which are non-parametric, are preferred because they
give sufficient resolution in relatively less computation time
[9.13].

Depending on the required resolution and aspect and
frequency sampling rates of the scattered field, ISAR imaging
algorithms are broadly classified into two categones referred to
as the Small Bandwidth, Small Angle method (SBSA) and Wide
Bandwidth, Large Angles (WBLA) method [9]. SBSA method
1s used where radar bandwidth is small and low cross-range
resolution is required. On the other hand. if high resolution is
required such as in sub-surface imaging or epemy aircraft
identification, WBLA method should be used. Although a
computationally intensive direct integration method exists [9].
WBLA method cannot be directly applied to the sampled fields
because the collected data comes from a polar grid and small
angle approximation does not hold for large angles.

While recent works in this domain focus on image resolution
using compressed sensing [15.16] and neural networks [17.18].
in this research, we have used an FFT based algorithm with
polar, frequency domain Radar Cross Section (RCS) data
collected over a wide bandwidth and large angles. The data are
reformatted into a Cartesian grid and are transformed into the
spatial domain ISAR image of the scattering target. We have
repeated this procedure for two very detailed aircraft models and
our key contribution lies in the fact that, in addition to the
stmulated RCS, for the sake of comparison, we have used RCS
measurements carried out in an anechoic chamber which are

rarely reported because of their cost and experimental
complexities.

The organization of this work is given here. Section II
outlines the mathematical background of our work while section
I presents a comparison of the measured and computed RCS
and ISAR images for two aircraft models. Section IV includes
some future directions of this research and concludes this article.



II. MATHEMATICAL MODEL

The treatment of WBLA data is different as compared to
SBSA because of the small angle and plane-wave assumptions
in the latter case. For a 2D image. a double integral given in (1)
is carried out either by numerical techniques, such as Simpson’s
integration rule. or by DFT.
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Where,
PI(x,y) =Profile Intensity

E,(k, @) =Scattered E-field as a function of spatial
frequency and angle of incidence
BW; = Bandwidth of wavenumber

12 = Bandwidth of angles of incidence

To camry out this integral using numerical techniques,
reformatting of the fields is not required since this integral
covers all the points in k — @ space. However, because of the
wide range of integration limits, it is not desirable in those
systems where computational resources are limited or real-time
imaging is required.

In order to use DFT, consider (2) that shows the E-field
scattered from a point scatterer at (xp, yo)-

Es(k,0) = A- e~ 2i(kCosPxp +kSindyo) 2

The total scattered field (3) from a target is the sum of all the

contributions from N scattering centers.
N
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Since, k, = kCos® and k,, = kSin@, from the basic fourier
transform equaiton. it is clear that there exists a fourter
relationship between k, and x and between ky, and y. All that is
needed to be done is the mapping of data on the k.-k, grid as
shownis Fig. 1. If the datum on polar grid lies between the points
(n-Ake.(n+1)-Aky) and (m-Aky,(m+1)-Aky). it
should be projected onto these points. To accomplish this, we
use the nearest neighbour interpolation method which updates
the four nearest neighbouring points on the k,-k,, grid according
to the following rule:
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Figure 1: Polar reformatting of scattered fields onto k -k, grid using nearest
neighbour interpolation method
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Once the interpolated fields are mapped onto the k,-k,
plane, as shown in Fig. 1. a discrete. uniformly spaced grid is
formed which is then fed to FFT for transformation to range-
cross range profile of the target. The noise generated by this
interpolation is unavoidable but it can be minimized by forming
a closely spaced k.-k, grid which requires minimum possible
values of Ak, and Ak, which eventually depends on the step
size of the frequency and aspect angles. Hence. a smaller step in
frequency and aspect angle produces images with better
resolution and less interpolation noise. In addition. more
neighboring points could also be used for a better approximation
but it would add to the complexity of this algorithm



III. RESULTS

To validate this methodology. ISAR images were
constructed using the complex monostatic RCS of two generic
fighter aircraft models. This section shows the comparison
between measured and computed RCS and between ISAR
images constructed using these RCS values.

A. RCS Comparison

The two fighter aircraft models that were chosen for this
research represent a generic configuration popular among the
aircraft and radar designers. RCS was computed using the
method of Shooting and Bouncing Rays (SBR) which is an
asymptotic approach commonly wused in place of
computationally intensive Method of Moments (MoM). The
effects of edge diffraction were taken into account using the
Physical Theory of Diffraction and Uniform Theory of
Diffraction [19].

For RCS measurements. two scaled down aircraft models
were fabricated with a scaling factor of 1:8 and the measurement
frequency in the anechoic chamberwa.s scaled up by the same
factor. Fig. 2 shows the RCS in dBm? at 1GHz frequency and
VV polarization for both aircraft models. Table 1 shows the
comparison in mumeric form.

B. ISAR Images

To construct the ISAR images. a bandwidth of 2GHz was
used for Model 1 with a center frequency of 1GHz. For Model
2, a bandwidth of 1.65GHz was used and center frequency was
kept to be 800MHz. This requirement was necessitated because
the scaling factors of both aircraft models were slightly different
owing to their actual size. Complex monostatic RCS was
computed and measured in azimuth plane for [0-2n] with a step
size of 1°. Fig. 3 shows the mmages for both aircraft models
computed using experimental and sinmlated data.

The noise in Fig. 3a and Fig. 3c can be attributed to the
limited bandwidth and the applied interpolation which is still
less than that of Fig. 3b and Fig. 3d which, in addition to the
above mentioned sources, comes from the phase measurement
imperfections. Further, model fabrication and the application of
non-ideal conductive coating should also have played their role
but it can be safely concluded that the sinmlated and measured
ISAR images are in good agreement.
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Figure 3:Measured and Simulated RCS of both aircraft models at 1 GH: VV Polarization using SBR Method
Table 1: All aspect RCS comparizon of both aircraft models

Span Model 1 RCS (%) Model 2 RCS (m?)
Settex (degrees) Experimental Simulation m&?&e Experimental Simmlation me
Front 0°x45° 0.38 0.59 0.21 034 0.71 0.37
Rear =180°=45° 0.7 0.7 0.01 0.57 0.97 0.4
Sideways =00°=45° 133 39 2.58 1.06 2.5 1.43
Complete 0°=180° 0.94 2.25 1.3 0.76 1.66 09
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Figure 4:154R Images of both aircrqft models using measured and simulated monostaric RCS in VV Polarization

IV. CONCLUSION AND FUTURE DIRECTIONS

In this article, ISAR imaging using FFT of interpolated
monostatic RCS in VV polarization is analyzed. Despite of the
approximations of SBR and nearest neighbor interpolation
method, a comparison of measured and simmlated RCS and
ISAR images shows great agreement. Hence. ISAR imaging can
be used as a target identification method because of the involved
integration process that improves the SNR. With polar
reformatting. it can be used to quickly analyze the scattering
centers of a target which can prove beneficial in RCS
minimization by structural modifications and application of
radar absorbing materials. To improve resolution and to reduce
image noise, other interpolation methods and hybrid
transformation algorithms should be tested which might
highlight more hot-spots on the target.
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